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Recent quantum dynamical calculations have shown thatdi3ociates via isolated resonances, which have
a distribution of rate constants that is statistical state-specific and well-described by the-PoaerasPe(k)

distribution. In the work presented here, tRig

statistical fluctuations in state-specific rate constants affect the collision-averaged chemical activation rate

k) distribution is incorporated into RRKM theory to see how

constantk(w, E) and the LindemannHinshelwood thermal rate constak(w, T) for HO, dissociation.

Both active and adiabatic treatments are con

sidered fdf ipgantum number. The calculations suggest the

effect of statistical state specificity should be detectable in measuremekis,dt) and k,ni(w, T).

I. Introduction

The collision-averaged unimolecular dissociation of a mon-
oenergetically excited molecule in a chemical activation experi-
ment may be interpreted by the mecharfism

ko, E)

A* decomposition products (D)
- stabilized reactants (S) (1)
where the unimolecular rate constant is givea by
k(w, E) = wDIS 2

According to RRKM theory;3 the dissociation of monoener-
getically excited molecules is random with exponential decay,
so thatk(w, E) equals the RRKM rate constak(E). However,
unimolecular dissociation is state-specific at the microscopic
level 36 occurring via isolatet® or overlapping resonancdés?!?

so that there are fluctuatiolsin state-specific rate constants
within the energy intervak — E + dE. As a resultk(w, E) in

eq 1 is pressure-dependéht® States with large rate constants
are more likely to contribute to dissociation at high pressures,
while all states contribute equally in the low-pressure limit.

If the resonance states undergoing unimolecular decomposi-
tion have random wave functions, the unimolecular decomposi-
tion may be calledtatistical state-specifi&® For this situation
the resonance wave functions will be projected randomly onto
any zero-order basis and the distribution of state-specific rate
constants will be as statistical as possli these state-specific
rate constants form a continuous distribution within the energy
intervalE — E + dE, it has been arguéd’ that the probability
of a particulark is given by the PorterThomas distributiot?

_ v -1 v ﬂ( wi2)-1 3 ﬂ(
one o o o

wherek is the average state-specific rate constant
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k= [ "kP(K) dk 4)

andv is the “effective number of decay channels”. For large
v, Pe(k) approaches a delta function peaked arokndrhus,
there are no fluctuations in the state-specific rate constants and
exponential decay within the energy interal— E + dE
results, as predicted by RRKM theory.

When thisPg(Kk) is incorporated into the mechanism in eq
16t is found thatk(w, E) has very simple forms in the high
pressurey — o and low pressure» — O limits. For thew —

o limit, k(w, E) is independent of and equalk. Atthew —

0 limit, k(w, E) depends upon the value of It equals zero for

v of 1 and 2, and equal$i[ — 2)] k for v > 2 and finite. The
latter value is the same as the valuekdbr the maximum in
P(k)whenv > 2 and finite. Thus, the pressure dependence of
k(w, E) becomes negligible as becomes large.

The monoenergetic unimolecular rate constag{w, E) in
the Lindemanrm-Hinshelwood mechanism for thermal unimo-
lecular decomposition is given Hy

Kuni(w, E) = wD (5)
and is related td&(w, E) in eq 2 by
_ wk(w, E)
ki B =B T o (6)

This relationship is valid whether or not there are fluctuations
in the state-specific rate constants within the energy inteval
— E + dE. If there are fluctuations, e.g., given B¢(k) in eq
3, kuni{(w, E) may be expressed ds

k@, B) = 7 dkPe(k) 'ff’w (7

Miller® has shown that there is a substantial differences between
kuni(w, E) curves calculated for smatand fory — oo which is

the RRKM limit. Averaging overkE gives the Lindemann
Hinshelwood thermal unimolecular rate constant
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depend orkE andJ and are given by

mmm=éﬁﬁﬁwﬂamwa ®)

J
pE = > p(E I K)

K==J

where p(E) is the density of states for the reactant’s active
degrees of freedom arg is the reactant’s partition function.

Polik et al® and Miller et al?® have related the Porter
ThomasPg(k) to RRKM theory and find thak is the RRKM
rate constank(E) and, if quantum mechanical tunneling is
unimportant,y equalsN*(E), the transition-state sum of states.
With these prescriptions it is straightforward to use the Perter
ThomasPg(k) and to include fluctuations in statistical state-
specific rate constants when calculatik{e, E) andkyni(w, T).

In recent research Schinke and co-workEr® performed

guantum dynamical calculations for H@issociation, i.e.,
9) An important effect of makingK active is to increase the
transition-state sum of states in comparison toKkadiabatic
and showed that the wave functions for the resonance stategnodel.
have random characteristics. The calculated rate constants for To calculate the density of states, sum of states, and RRKM
the resonances appear to be statistical state-specific and in accortiite constants requires knowing the vibrational frequencies and

(14)

J
N¥(E, J) = > N*(E, J, K)

K==J

(15)

so that the RRKM rate constant is

+
ke y=iNED

h o(E, J) (16)

HO,—H + O,

with the Porter-ThomasPg(k) distribution?® Reaction 9 has
been the focus of many previous experimefitdf and
theoreticall~23.25-28:44-46 sty dies and is a prime candidate for

principal moments of inertia for HOand the transition state,
and the unimolecular dissociation threshBld The vibrational
frequencies and moments of inertia for the DMBE |V potential

determining how statistical state specificity affects the unimo- used here are listed in Table 1 of ref 25. The thresifglébr

lecular rate constant§w, E) andk,ni(w, T). This is the focus

of the work presented here, which considers whether statistical

the DMBE 1V potential is 45.45 kcal/mol.

state specificity can be observed in experimental measurementd!!. Effect of Statistical State Specificity on the HO,

of collision- and energy-averaged rate constants for, HO
dissociation. The DMBE IV potential energy function of
Pastrana et at4 used in previous theoretical studies325-28

of HO; dissociation, is also used here.

Il. RRKM Calculations

Collision- and Energy-Averaged Unimolecular Rate
Constants

A. Collision-Averaged Chemical Activation Rate Con-
stant. As discussed in the Introduction, if there are fluctuations
in the state-specific rate constants within the energy inteval
— E + dE, the chemical activation rate consta(t,E) in eq

Calculations are needed to determine the RRKM rate constant,2 is pressure-dependent. For statistical state specificity described

which equals the average rate constant ofRg) distribution,

by the Porter Thomas distributiorPg(k), k(w,E) equalsk in

and v, which equals the transition-state sum of states. Both the high-pressure limi€ In contrast, in the low-pressure limit
HO, and the dissociation transition state are treated as “almostwith v > 2 and finite, the rate constant is smaller and equals
symmetric top” rigid rotors, so that their rotational energy levels [(v — 2)/v] k16 Here we consider the range of energy and

are given by’
E(, K) = (1.1 + 1,H[I(J + 1) — K*h?/4 + K*h?2l, (10)

wherely ~ I #= | are the moments of inertia. The quantum
numberJ is for the total angular momentum, akdrepresents
the projection of] onto the symmetry axis.

The quantum numbé¢ may be treated as either adiabatic
or active degree of freedorff#° Though mixed adiabatic/active
models are possiblg,in this study theK quantum number is
treated the same for both H@nd the transition state, i.e., either
as adiabatic or active. For the adiabatic modelKhguantum

angular momentum for whick(w,E) for HO, dissociation varies
by 20% or more between the high- and low-pressure limits.
This will occur if v < 10. Following Polik et af?%v is equated

to the transition-state sum of states.

ForJ = 0, the sum of statelS*(E) becomes equal to 10 &t
of 51.6 kcal/mol. Sinc& = 45.4 kcal/mol, there is a 6.2 kcal/
mol range of energies in which thkéw, E) in eq 2 varies by at
least 20%.

For theK-active model, with] > 0, there are two properties
that affect the transition-state sum of states. First, increaking
increases the rotational energy, which decreases the energy
available for vibration. This has the effect of decreasing the

number is assumed to be conserved during the dissociationsum of states. However, the densities of states for allkthe

process, and the density of states for4#0d the sum of states
for the transition state are

p(E, J, K) = p[E — E/(J, K)] (11)

N¥(E, J, K) = N[E — E, — E,(J, K)] (12)

where Ep is the unimolecular threshold. The RRKM rate

constant for this model is then

1N'(E, J,K)

KE 3K = 1= 5T

(13)

For the K-active model the density and sum of states only

levels are summed witK active, which increases the sum of
states. For dissociation of an almost prolate symmetric top like
HO,, which of these two effects is more important depends on
the value ofd. For representativé values of 27, 49, 69, 98,
and 120 for temperatures of 300, 1000, 2000, 4000, and 6000
K, respectivel\2® v = N*(E, J) becomes equal to 11 [i.e., due
to symmetry fork and—K, there is no 10 foN*(E, J)] at E —
Eo0f 0.73, 2.16, 4.15, 8.21, and 12.2 kcal/mol. Thus, increasing
Jfrom zero first decreases and then increases the range of energy
for which there is a substantial changekim,E) between the
high- and low-pressure limits.

To obtain a value fow = N*(E, J, K) of 10 whenK equals
J for the K-adiabatic model, much higher values of energy are
required than those given above for tkective model. FoK
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= Jof 27, 49, 69, 98, and 120, becomes equal to 10 at the
respective energie — Ep of 9.8, 18.1, 29.8, 53.7, and 77.4
kcal/mol. If J is maintained at this value, but representative
values ofK are chosen for the temperatures of 300, 1000, 2000,
4000, and 6000 K! which are 19, 35, 49, 69, and 85,
respectively, the energids — Eq at whichN*(E, J, K) equals

10 are lower and are, respectively, 8.3, 13.3, 20.1, 33.8, and
47.9 kcal/mol. The energies are even lower and equal 6.8, 8.2,
10.2, 14.3, and 18.3, respectively, for the same set of temper-
atures ifK equals zero.

The above examples illustrate that, regardless of whether the
K-active orK-adiabatic model is appropriate for H@ecom-
position, there is a broad range of energy and angular momentum
for which statistical state specificity should be experimentally
detectable in the monoenergetic pressure-dependent chemical
activation rate constar{w,E). As discussed previoush k-
(w,E) is much less sensitive tBg(k) than are other kinetic
properties such as the time-dependent population of monoen-
ergetically excited molecules in the absence of collisions.
However, with careful experiments it should be possible to
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(a) T=100K

measure changes k(w,E) versus pressure as a result of the
fluctuations inPg(k).

B. Pressure- and Temperature-Dependent Lindeman#
Hinshelwood Thermal Rate Constant. It is also of interest
to determine the sensitivity of the LindemanHinshelwood
rate constank,ni(w, T) in eq 8 to statistical state specificity for
HO, dissociation. To calculatkni(w, T) it is useful to write
Kuni(w, E) in eq 7 a¥?

S ol o

— 2 e exd” In x — In 724
—Vﬂ) dxe exp{zlnx Inl“(z)

PR
4

7)

wherex = zv/2, z = klk, 4 = wlk, andk is the average rate
constant for the PorterThomas distributiorPg(k). The expo-
nential and logarithmic functions in the lower line of eq 17 were
used to prevent overflow errors whergets large.

The notation in eq 17 is incomplete in that it does not
explicitly include angular momentum. For tKeactive model,
kuni(w, E) becomedni(w, E, J), k is the RRKM rate constant
k(E, J) in eq 16, equalsN*(E, J) in eq 15, andkuni(w, E, J)/k
in eq 17 may be expressedlast(w, E, J), the Porter- Thomas
integral overk. The thermal rate constakini(w, T) may then
be written as

kuni(a)a T) =
1. ImaslE)
o [ dEe JZ) 23+ Dlp_(w, E, J) N¥(E, J) (18)

For theK-adiabatic modekuni(w, E) in €q 17 becomelgni(w,
E, J, K), k is the RRKM rate constark(E, J, K) in eq 13,v
equalsN*E, J, K) in eq 12, andkni(w, E, J, K)/k may be
expressed ak—1(w, E, J, K). The rate constar,(w, T) for
the K-adiabatic model may then be expressed as

1w 7BkTJmME)
K@, T) =5f0 dE e ZO (23 +1) x

J
> lpr@ E 1K) N*(E, J, K) (19)

K==J
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Figure 1. kuni(w, T) curves at (a) 100 K and (b) 300 K with= 0:

(- - -), standard RRKM theory;=), RRKM theory with the Porter
ThomasPg(k) distribution. Including a PorterThomas distribution of
rate constants affectgni(w, T) at intermediate pressures. See text for
discussion.

Equations 18 and 19 were used to calculatf{w, T) for the
K-active andK-adiabatic models. The collision frequenay
is calculated using the same procedure described in ref 25.
The first set of calculations is fod = 0 and involves a
comparison okyni(w, T) calculated with (1) the standard RRKM
protocol with exponential decay for each energy intefvat
E + dE and (2) the PorterThomas distribution of state-specific
rate constants within the energy intenal— E + dE. The
difference between the two sets of rate constants decreases as
the temperature is increased, and resultsTfof 100 and 300
K are plotted in Figure 1. The maximum difference between
the two curves is 31% at 100 K andx1 10* Torr and 29% at
300 K and 5x 10* Torr. These plots also show that including
a distribution of state-specific rate constants only affégks
(w, T) at intermediate pressures. Equatiors8Ghow that this
result is expected. In the second-order low-pressure Ikwpit,
(w, T) is proportional taw and the Boltzmann-averaged density
of states of reacting molecufe At high pressures it is only the
average rate constakfor each energy interval which contrib-
utes tokyni(w, T).1°
The difference between the standard RRKM(w, T) curve
and the one which includes the effectRH(K) increases as the
temperature is decreased because reaction at low energies make
more important contributions to the rate at low temperatures.
As the energy decreases, the average rate congagiten by
RRKM theory, decrease since the transition-state sums of states
become smaller. This sum of states equalshich determines
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Figure 2. Same as Figure 1, except that a thermal distribution is Figyre 3. Maximum percent difference between twan(w, T)
included forJ and bothK-active and<-adiabatic models are considered.  ¢yryes: ¢ - —), standard RRKM and RRKM wittPe(K) curves for

For theK-active model £ - —) there is only a small difference between  {he K-active model: (- - -), standard RRKM and RRKM wifP=(k)

the standard RRKM calculation and the one with Bagk) distribution. curves for thek-adiabatic model; <), RRKM with Pe(k) curves for
For the K-adiabatic model, a difference is observed between (- --) the K-adiabatic and-active models.

standard RRKM and-) RRKM with the Pg(k) distribution. See text

for discussion. pressure of 1x 10* to 1 x 1C° Torr as the temperature is
increased from 100 to 6000 K. The difference between the

the width of thePg(k) distribution. Thus, th@g(k) distributions standard RRKM and RRKM witRg(k) curves is much smaller

contributing tokun(w, T) broaden as the temperature is lowered for the K-adiabatic model for reasons stated above.
and the difference with standard RRKM increases. At a high

temperature of 6000 K there is no detectable difference betweenlV. Summary

EEe ;taﬂdz_rdt RbR}:_MJ”i(“" T) curve and the one calculated with Recent guantum dynamical calculations have shown that HO
e Pe(k) distribution. decomposes via isolated resonances that have wave functions
Plots of thekun(w, T) curves calculated at 100 and 300 K yith random attributes, indicative of cha®s2327 This work

with the active and adiabatic treatmentodre given in Figure a5 suggested that at the microscopic level the unimolecular

2. The differences between the standard RRKMw, T) curve  gissociation of HQis statistical state-speciffopith fluctuations

and the one which includes thee(k) distribution is much i, the resonance rate constants well-described by the Porter

smaller for theK-active model than for th&-adiabatic model. Thomas® Pe(k) distribution. In the work presented here this

This is because the transition-state sum of states and, #hus, p(y) distribution has been incorporated into standard RRKM

are much larger for th-active model. Th&-adiabatic model theory to determine how random fluctuations in the HO H

a!nd theJ = 0 calculations, shown in Figure 1, give similar 4 o, state-specific rate constants affect the Hellision-

differences between thk(w, T) curves determined from  gyeraged chemical activation rate consti@b, E) and the

standard _RRKM theory_ apd that V_V'?E(k) |nclqded.' Lindemannr-Hinshelwood thermal unimolecular rate constant
At the high-pressure limit thi-active ancK-adiabatic models  k,.(w, T). Both active and adiabatic models are used to describe

give the same unimolecular rate constant, as discussed previtheK guantum number for Hoand the transition state. There

ously#® This arises from the use of nonvariational transition s considerable interest in determining which of these models

state in this study. However, in the low-pressure limit the two is more appropriate for unimolecular reactiA8® The fol-

models give different rate constants, since the rate becomesiowing are the major findings of this study.

directly proportional to the number of reactive states of the (1) Including thePg(k) distribution causek(w, E) to decrease

molecule which can evolve to the states at the transition $tate. from the RRKM value at high pressure te {2)/v times the

This number of states is much smaller for the adiabatic model. RRKM rate constant at low pressure. The teria the effective

The K-adiabatic model gives a rate constant which is 2.3 and number of decay channels and is equated to the sum of states

2.1 times smaller, respectively, at 100 and 300 K. at the transition state. There is a broad range of energies and
The different theoretical models give similari(w, T) curves angular momentum for which the pressure dependen&guof

as the temperature is increased. This is shown in Figure 3,E) should be measurable.

where the maximum percent differenck(lfigger)— k(smaller)}/ (2) Including Pg(k) only affectskyni(w, T) at intermediate

k(bigger) x 100) between twéyni(w, T) curves is plotted versus  pressure, since it does not affégti(w, T) in either the low- or
temperature. A comparison is made between the standardhigh-pressure limit. The effect oPg(k) increases as the
RRKM and RRKM withPg(k) curves for thek-adiabatic model, temperature is decreased, since the width oFE&) contribut-

the same comparison is made for tective model, and the  ing tokyni(w, T) increases as the temperature is decreased. The
RRKM with Pg(k) curves are compared for théactive and effect of Pg(k) should be detectable kgni(w, T) curves measured
K-adiabatic models. The maximum difference between the latter at low temperatures. One way to probe for fluctuations in the
two curves occurs in the low-pressure limit and varies from a underlying state specific rate constants from a measurement of
factor of 2.3 at 100 K to near agreement at 4000 K. The kyn(w, T) is to compare the experimenth|n(w, T) with the
maximum difference between the standard RRKM and RRKM prediction of standard RRKM theory. If there are fluctuations,
with Pg(K) curves for theK-adiabatic model and for tHé-active the difference between experiment and standard RRKM theory
model occurs at a different pressure as the temperature iswill increase with decrease in temperature.

changed. For example, for tieadiabatic model the maximum (3) In the low-pressure limit there is an appreciable difference
difference between the two curves smoothly increases from abetween the<,n(w, T) curves calculated with the active and
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adiabatic models for th& quantum number. This difference

Song and Hase

(23) Dobbyn, A. J.; Stumpf, M.; Keller, H.-M.; Schinke, B. Chem.

decreases as the temperature increases. For example, at 100ys-1996 104 8357.

K, the kyni(w, T) with K-active is 2.3 times larger, while it is
only 11% larger at 4000 K.
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